Unlock
the future

& TERATEC 23

Trends in supercomputing o ",

architectures in the exascale | SSS -
era: heterogeneity, >
modularity, disaggregation

ETP4 EUROPEAN TEGHNOLOGY
HPC PLATFORM FOR HIGH
PERFORMANGE GOMPUTING




FYrescale

High Performance Computing
Built for the Cloud

Specialized Architectures and Computational Pipelines
Teratec Forum - Jeudi 1¢" Juin 2023

Romain Klein, EMEA Technical Director



mailto:romain@rescale.com

COMPUTATIONAL SCIENCE & ENGINEERING

Building Blocks

Aerospace Semiconductor & EDA

Propulsion Use Cases Design Verification

Fluid Structural

A .
erodynamics Dynamics Analysis

Chip Layout

Acoustics Design Cycle Classification

Molecular Multibody
Dynamics Dynamics

Core Elements

. = g
Automotive g . )
Iy Advanced Physics-Based >3
= Analytics Simulation = Q :
o 2 Climate & Weather
Crash Safety & (Math/theory) (Software) > Electro Modeling
Magnetics
Advanced Driver Drill & Pipeline
Assistance High Performance Safety
Systems Computing
(Infrastructure)
Combustion Pharmaco Hydro Seismic & Reservoir
Kinetics Dynamics
Life Sciences Validation Manufacturing
& Testing
Medical Devices Particle Thermo Materials Testing

Fluidics Dynamics

Computational
Metabolomics Chemistry Waste Reduction

Drug Discovery Factory Optimization

¥y rescale




¥ rescale
Engineering Innovation Has Been Underserved by Cloud

Application Developers Engineers & Scientists

Business Process Innovation Science & Engineering Innovation
E.g. Ecommerce, CRM, Social, Mobile E.g. Simulation, Modeling, Design Exploration

Cloud transformation accelerates software Traditional HPC strategies in the cloud
development continue to constrain engineering innovation
e Application developer-friendly tools e Difficult user experience to run HPC
e Easy-access platform services (e.g., databases, message queues) e Complex technology stacks and workflows
e Simple access to low-cost commodity hyperscale infrastructure e |ack of easy access to new, specialized hardware



HPC as-a-Service

Rescale Cloud HPC platform

Any software. Any hardware. Any cloud.
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Full-stack
performance
optimization

SW/HW performance
intelligence

HW scale & maturity
Intelligence

App performance
Tuning

Cost optimization

Open source
applications

1000+ Applications

Commercial
applications

Custom apps &
containers

Application Lifecycle & Licensing Management

R&D automation &
data management

Cloud hardware

aws A O

7 Azure Googe Coud

IT business
management

Control plane
policy & automation

Unified API
job service level assurance

On-premises hardware

» —
ORACLE Lenovo @ Hewlett Packard

cLoun Enterprise

Full-stack
security &
compliance

E2E encryption

Multi-org data sharing
& isolation

FedRAMP
ITAR
HIPAA
AICPA
SOC2

Cloud Security Alliance
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The HPC Stack: Fragmentation and Specialisation

Models Domain-specific, Scenario-specific ...
X
X . Commercial, Open source, CFD, FEA,
App||cat|ons EDA, Life Sciences, Financial Services, —
Weather, AlI/ML ...
X
. CentOS, RedHat, Windows, SLES, Rocky,
OS & Middleware Ubuntu, Cray 0S, MKL, CUDA ... —
* 50 Million +
N t k InfiniBand, RoCE, Ethernet, AWS Elastic
etwor Ing Fabric Adapter, Slingshot ... . o
Combinations
X
Lustre, BeeGFS, NFS, NVMe, Block —
StO rage Storage, Object Storage, SSD, HDD ...
X
DDR4/5, RDIMM, LRDIMM ... —
X

Processors CPU, GPU, FPGA, TPU, ASIC, RSIC-V ...
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From Bottom Up to Top Down

Legacy hardware decisions Fully optimised stack on-demand
constrain R&D velocity and IT flexibility to meet R&D and IT objectives
Models Models
Applications Applications

Middleware Middleware

Networking Networking

Storage Storage
Memory Memory

Processors Processors

Compute Constrained Compute Empowered



HPC as-a-Service

Rescale’s global HPC infrastructure network

Over 100 data centers worldwide

Ontario, Canada
California, USA
Gov. Arizona, USA
Illinois, USA

lowa, USA

Ohio, USA
Oregon, USA

S. Carolina, USA

Texas, USA O

Virginia, USA
Washington, USA

® Carbon-Neutral
O ITAR
® Non-ITAR

£Y Google Cloud

Iceland, Europe

Ireland, Europe

W. C. Germany, Europe
Frankfurt, Germany
Paris, France
Eemshaven, Netherlands
Stockholm, Sweden
London, UK

Leading Infrastructure Providers

/AAzure

dws

Mumbai, India
Pune, India

Tokyo, Japan ES

Busan, Korea
Seoul, Korea

ORACLE’

Cloud Infrastructure

¥-Hrescale

Turnkey deployment to the fastest local HPC infrastructure
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New Specialised Architectures Drive Performance Gains

. * ' A
Specialised Computing
Architectures

(O]
(@]
c
©
£ 1000x Growth
£ in 10 Years
CGL) 2x Per Year !

Single-Threaded CPU . —
Architectures IS R S

/ ’ 1.1x Per Year

1.5x Per Year

1980 1985 1990 1995 2000 2005 2010 2015 2020
Homogeneous Architectures Heterogeneous Specialised Architectures
(CPU in the Moore's Law Era) (GPU, FPGA, TPU, ASICs, Quantum)

Source: NVIDIA
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Rescale Users Take Advantage of Architectural Proliferation

Compute consumption by Rescale Coretype over time

e

Long tail of bespoke architectures

U FPGA RISC TPU Quantum

P P
General T T T T T T Highly

Purpose > Specialized

One new architecture family is released every week across the hyperscalers

Source: Rescale Platform Intelligence

¥ rescale
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Specialised Computing at Cloud Scale Delivers Faster Results

Specialised Jobs with
Unique Needs

Job 1

FEA - high clock speed
\k——[ requirement

Job 2
H CFD - high interconnect
\R—-[ requirement

Job 3
2 Multi-physics - large
L RAM requirement

Job 4
e EDA - Highly Parallelized
K1 Large # of cores

12

On-Premises & DIY Cloud

HPC Built for the Cloud

VS

Queued Job Submission Concurrent Job Execution

SCALE

Scheduler

Determines Order TIME

COMPUTE

Fixed Infrastructure = Delayed Time-to-Answer
Limited by general purpose architectures and scheduler bottlenecks

Jobs Run Instantly
and Optimized

COMPUTE

TIME
EDA Architecture
CFD Architecture
Multi-physics Architecture

FEA Architecture

Flexible Infrastructure = Accelerated Time-to-Answer
Specialised compute for each workload



13

Compute Capacity for Jobs: 400k+ vCPUs

=’ Project Enki

d Widg

Single vCPU job run rate tracks HW scale-up

)

e Fully managed, auto-scaling, multi-cloud HTC solution
o Ingest and queue millions of jobs at a time
o  Currently peaks at 400,000+ concurrent jobs
o Running on spot and preemptible VMs to minimize costs

¥ rescale



HPC as-a-Service

¥-Hrescale

Rescale Software Publisher

RESCALE
SOFTWARE PORTFOLIO

Any Commercial, Open-Source, or Custom Software

[ _ My
\_R_-[ —_— Software A RECURDYN SCHRODINGER Gire
Tile
R&D teams cadence || _wevter | | PRROCKY Ak
Rapid Software ‘
Deployment

- [ ]
- — ﬂ
_/\
\NSys | SIEMENS || faHEXxaGON | =ounco N

IT/HPC teams

5 Broad Software
%S,
S e CJi sk Portfolio Management

GROMACSHi= | 1F TensorFlow | | OpenVFOAM = <@\ MATLAB
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Overview

e Rapid, self-managed software
publishing

e Authorized users can publish
any custom, in-house, or
commercial software

e  Published software is available
privately and securely for use by
all or specific users/teams

Benefits

e Increased productivity, agility,
and consistency across R&D
computing

e Centralized access and
management of all HPC
applications
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IT Management

Unified visibility and automated controls across performance,
budgets, and security and compliance

Topics
e Rescale Platform Intelligence

e Compute Recommendation
Engine (CRE)

e From Al-Driven Insights to Action
and Impact

¥-Yrescale
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IT Management

Rescale Platform Intelligence

Performance

Benchmark data on application and hardware performance
across CSPs and available hardware types & configurations

Maturity

Infrastructure capacity and reliability data
across CSP regions and hardware types

(2

Rescale
ﬁ H Platform
Intelligence
00an
Cost

Pricing data across CSPs, hardware
types, and service levels

Environmental impact across available
global data center infrastructure
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IT Management

Using Rescale Platform Intelligence - Examples

rescale

A data-driven approach to optimizing workloads based on performance, maturity, and cost

intelligence.

Example A

A workload where an AWS coretype provides competitive per-core
performance and value, with unmatched capacity

Performance

mm CSP1
CSP:2
GSR3

Maturity & Scale Value

Source: Rescale Cloud HPC Platform Analytics, Using AWS list prices, Workload based on Caravan
benchmark on LS-DYNA

Example B

A workload where an Azure coretype delivers best per-core value
and per-core performance while offering competitive capacity

Performance
mm CSP1

CSP:2
CSP3

mm Azure

Maturity & Scale Value

Source: Rescale Cloud HPC Platform Analytics, Using Azure list prices, Workload based on Oil Rig
benchmark on Ansys Fluent

Example C
A workload where an OCI coretype delivers highest per-core and

cost performance

Performance

== CSP1
Csp 2
CsP3

mm Oracle

Maturity & Scale Value

Source: Rescale Cloud HPC Platform Analytics, Using Oracle list prices, Workload based on
Molecular Dynamics LJ Liquid 2M on LAMMPS
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IT Management ¥ rescale

Compute Recommendation Engine (CRE)
Performance optimization for any workload on any infrastructure

Full Stack Metadata & Telemetry

Across Benchmarks & Jobs Compute Recommendation Engine By

- L2

User Creates New Job

= e B = |

Retrieval Filtering Scoring Ordering

Models —
Applications =
Operating Software

Networking
Compute Optimizer

Y

[] Optimal Stack
s Recommendation
[]

Storage

X X X X X X

Memory

Processors

Networking

Storage

Memory
Recommendation

Processors
Feedback

90%+ accuracy in identifying optimal architectures and optimal scalability
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From Al-Driven Insights to Action and Impact

¥ rescale

Compute Optimization Analysis

L2

Optimal Job Recommendations

Reduce core count, as job does not
appear to be scaling efficiently

I @ Choose a coretype with lower network
latency; we detect a bottleneck on the
interconnect

Recommend using coretype with more
@ memory bandwidth such as Hematite

or Jasper

3x Faster Performance & 5x Lower Cost

19
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Digital Engineering

Process Analytics | #Drescale

e Inthe “main wing - weight reduction study,’
nine (41%) of jobs used bad input data, so unusable

:g rescale - B Studies Jobs
S ° N|ne.unusable jobs launched by Spencer C. and Bob W.,
Duration 7 months Total Cost $32,430 Users 7 totallng $1 8K or 56% Of Study Spend

ESCALE...

—
Qe Fiter View
Studies (2) > |
Software > ‘
Cost > ‘

/ paaLb Outdated source Last Job Select Date
/ model used 2024-01-01
f % = = A < :

‘ A = < — - - O Select users
| First Job o / ] = o 2 ﬁ\ < o 2 o] 2 l Wing Weight ‘I Wing Weight <I Wing Weight >
\ 2023-06-01 l Wing Weight 1 Wing Weight ‘I Wing Weight Wing Weight :| Wing Weight ‘l Wing Weight | % I
=t e e e All Data
= . = / \ B Final validation
I Wing Weight :I Wing Weight :I Wing Weight \
| » 1 o Filter by Tag

_ | e o
Exploration Start \ 2] ] o ] = o ] 2] = -
i Wing Weight Wing Weight Wing Weight  —fl| Wing Weight Wing Weight Wing Weight (-“-'bc"' Airfoil Explorations 2023 ]
W - | N \l — Weight Reduction Study
el - Wing Weight
IM.,m.g»n O pesign Start 3 Prototype Start Bk (Recent ) (Variation ] (700 )

Proper library

source models

used

¥-Hrescale
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Computational Pipelines

Composable Workflow Template Features

¥ rescale - [JJobs [ Workstations  °B. Workflows il Files 2 Transfers ~ Help~ @ ~ @ :St“:‘u’g SCALEF PY Con neCt Jobs IﬂtO WOFkﬂ ow to

i isierdian nsiance) model sophisticated R&D processes
Benefits
—— | ] messonss. o e  Minimize the manual effort to
| Xy g Y
NSYS Ansys Fluent
SN > | D v oo complete a workflow and focus the
° | Q) Fecomng g talent on real problem solving

e Useright sized hardware for
Configure and Orchestrate Workflow different jobs under a workflow for
best economics

NITHIN+DEMO@RESCALE.

¥Mrescale - [ Jobs L Workstations . *8. Workflows Y S Rescale General
.'g-‘ Workflow Create New Workflow from Template [ ACh|eVe h|gh degree Of COnS|S‘tency
, , in R&D process for predictable
All Workflows @ New Workflow [ Duplicate o Share  [ii] Delete Fixed - offshore structure fatigue analysis
My Workflows [] Name 1 RunTime(  comment O UtC ome

Updating with new structural meshes for analysis

hi
Shared Worfiows ’f = Fived - offshore structure fatigue analysis m 123345

Workflow Templates -
Input Files (+) Add Files

N mJ Self-elevating - offshore structure fatigue analysis @ 06:00:00
U (=’ 4 Job Nod ea :
§ [2) Updated_mesh.zip

22
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Digital Engineering

¥-Hrescale

Rescale Optimizes Data Management for HPC

BB B

I User-centric workflow automation
e ¥ Hrescale
Security
Automation
Policy Enforcement

&

aWS A\ Azure 3

\Flles & HPS

#:-Yrescale CISCO.  Netapp Sl @
=) == - R
L {j’} fj- OneDrlve
Rescale On-premises Cloud storage ~ 3rd-party SaaS

J

Aggregated interface for integration,
management, and security

e Single pane of glass for visibility
and management (permissions &
policies)

e Seamless data integration &
transfer by bridging data sources
across on-premises, cloud, and
SaaS

Data-driven performance & economic
optimization

e Intelligent data & storage routing
for compute performance and
economics
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High Performance Computing Built for the Cloud

Digital Workload =3\ Intelligent - Security &
Engineering @' Optimization @ Automation Compliance
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COFFEE BREAK

We start again at
11:30




