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1

Philippe DURAND        Raphaël GRANDIN

CNES - Toulouse              IPGP - Paris 

31 MAY & 1st JUNE 2023 • Parc Floral, Paris



22

Sentinel-1 : system overview

Interferometry : very quick introduction (in two slides !)

FLATSIM service : 

- introduction, products, information, data access, computing

- computational challenges, scientific projects and some results

OUTLINE



Introduction to Sentinel-1 SAR

European Union program

Sentinel-1: 

radar imaging for ocean, land and emergency

Mission based on 4 similar satellites 

S1A (data since October 2014) 
S1B (September 2016 - December 2021)
S1C and S1D to come, hopefully beyond 2030

Main characteristics:
C-band imaging Radar instrument (λ = 5,6cm)
Instrument duty cycle of 25 min/orbit in HR modes 
Near polar sun synchronized orbit at 693 km 
(ascending node at 18:00LT)
7 years lifetime, consumables for 12 years
Goal of 6-days repeat cycle (with 2 operating satellites)

Systematic data processing 

open & free data access (for the 1rst time)

Instrument operations based 

on a predefined observation scenario

3

Sentinel-1 Overview



scenario
in 2021
S1A & S1B



scenario
in 2021
S1A & S1B
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Relief Ground Motion

Iso-displacement fringesIso-distance fringes

Etna Landers

i

B

Digital Elevation Model             or Map of ground displacements

Les techniques avancées : Interférométrie radar

Interferometry
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Objective : massive processing of interferometric data over full 
Sentinel-1 archive  to deduce velocity maps of displacements

Earth Surface deformation on a continental scale
Surveillance in space and time of critical regions
(Large active faults, magmatic systems, landslides, lithospheric 
deformation at large scale)

Based on NSBAS : processing chain maintained by ISTerre lab in Grenoble.

Principle of integration :
• Best integration possible to increase scalability of the chain within CNES 

architecture (HPC, PEPS, …).
• Processing of simultaneous tracks possible. 

Gathering Sentinel1 IW products : 
• Along track : up to 5 consecutive frames (segments > 800km long)
• Mosaicking of the 3 subswaths (with inter swath continuity - 250km width)
• At different resolutions (according to areas and level of products)

FLATSIM : ForM@Ter LArge-scale multi-Temporal Sentinel-1 InterferoMetry)

FLATSIM
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FLATSIM : Distributed Products

3. Auxiliary data  
Computing Parameters Lookup table 

(Radar < > Geocoded)
…

1. Interferograms

2. Time series

Wrapped/UnWrapped
radar/Geocoded

Atmospheric Phase Screen 
Coherence

Short and long-term
IW swaths concatenated

Burst selection

Displacement Time Series
Mean Velocity Map
Quality Indicators

…
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FLATSIM on the WEB
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Published in September 2021 in:

Full information

https://www.poleterresolide.fr/projets/en-cours/flatsim/

https://doi.org/10.24400/253171/flatsim2020
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https://formater.pages.in2p3.fr/flatsim/pres_flatsim.html

Full information on delivered products
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Access products via the ForM@Ter website
after validation by the InSAR experts of the FLATSIM team 

Data availability is temporarily limited depending on projects :
from few months to 3 years maximum. But some products may be 
distributed after discussion and agreement with the project team.

Access and Data policy
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SOFT and HARD~ware

FLATSIM architecture
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Interferometry is combinatory
by nature

A “star-shaped” network
is prone to error propagation

Redundancy implies multiple
access to every data granule

I/O intensive !

N interferometric pairs
m*N interferometric pairs

where m = redundancy

Specific challenge of interferometry processing

N satellite images
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FLATSIM : an example of computing  over Turkey

Les performances réalisées14 orbits delivered
• 4280 dates (10/2014 – 04/2021)
• ~ 21 000 generated products
• ~ 17 000 acquired products
• 47 To for ouput data
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Computing duration over Turkey



FLATSIM : 1rst and 2nd announcement

Total surface
exceeds 20 million km2

with ascending and
descending tracks 

France also covered

Resolutions
30m 

for interferograms

120 or 240m 
for Time Series
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Kahramanmaraş earthquake
6 February 2023
« Double quake » (M7.8 + M7.6)

FLATSIM : 2023 Türkiye earthquake

* East Anatolian Fault
accomodates ~ 1.5 cm/yr motion
between Arabia and Anatolia
=> strain mapped by Flatsim
* Earthquake mapped +3 days
after the event, data processed
automatically
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Such massive data and computing time not possible at laboratories level

Needs to have High Power Computing, close to the data :

CNES leverages its infrastructure and technical expertise to tackle this challenge, proposing 
2 announcements of opportunities for French scientits. 
Now 17 projects are involved.

CNES has largely surpassed the previous limit of about 7 times France (4 million of km2), 
and still the amount of data generated and stored as well as the computing time remain real 
issues.

CNES tries to provide the maximum of its capacity to support FLATSIM Service, among 
other demanding services on its HPC infrastructure, with an evolutive infra (datalake, 
HPC6G, Datalab/jupyterhub with collaborative sandboxes for software development and 
high-performance computing)

In FLATSIM project, one can highlight a significant collaboration between engineers from 
CNES and InSAR scientific experts from CNRS/INSU in the framework of data and service 
center ForM@ter

Conclusion 
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Needs for interactive tools to help with post-processing of products
Needs for low-level tools for spatial/temporal subsetting of products

Over specific challenge 
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Thanks also to other main contributors to FLATSIM project : 

Claude Boniface, Marie-France Larif, Marion Fresne, Clément Schaettel (CNES)
Cecile Lasserre (ENS Lyon) Marie-Pierre Doin, Erwan Pathier, Franck Thollard (ISTERRE)

Emilie Ostanciaux, Elisabeth Pointal (IPGP) 
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Thank you



21
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